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Abstract—Particle Filter-based Acoustic Source Localisation algorithms attempt to track the position of a sound source — one or more people speaking in a room — based on the current data from a microphone array as well as all previous data up to that point. This paper first discusses some of the inherent behavioural traits of the Steered Beamformer localisation function. Using conclusions drawn from that study, a multi-target methodology for acoustic source tracking based on the Track Before Detect (TBD) framework is introduced. The algorithm also implicitly evaluates source activity using a variable appended to the state vector. Using the TBD methodology avoids the need to identify a set of source measurements and also allows for a vast increase in the number of particles used for a comparative tracking computational load which results in increased tracking stability.

Conclusion drawn from that study, a multi-target methodology for acoustic source tracking based on the Track Before Detect (TBD) framework is introduced. The algorithm also implicitly evaluates source activity using a variable appended to the state vector. Using the TBD methodology avoids the need to identify a set of source measurements and also allows for a vast increase in the number of particles used for a comparative tracking computational load which results in increased tracking stability.

Index Terms—Tracking Filters, Sequential Estimation, Particle Filtering, Acoustic Source Localisation, Multi-target Tracking.

I. INTRODUCTION

LOCALISATION and tracking of speech sources — known as Acoustic Source Tracking (AST) or localisation — has become an increasingly active area of research with applications in the fields of video conferencing and speech. The aim is to use an array of distributed microphones, with no specific arrangement, to track a speaking person as they move around a room based on the path delays between the source and microphones as determined from the sound recordings at the microphones.

Tracking speech sources is, however, complicated by several factors

1) background noise due to the environment
2) other active sound sources
3) reverberation of the source signal itself

which leads to a complex data processing problem. Furthermore speech is, by its nature, highly non-stationary - alternating between periods of high activity during an utterance and silence.

We will be using a particle filtering-based approach to address this problem [1], [2], [3], [4]. This approach has advanced recently from tracking single-source recordings in synthetic environments [5], to tracking in real and challenging environments [6]. An extension has also been proposed which quickly alternates between tracking two speakers taking part in a conversation [7], while another estimates overall speech activity and uses these estimates to more reliably track the speaker during speech silence [8].

While significant progress has been made, some of the properties of the underlying localisation function have not yet been explicitly recognised and accommodated. More specifically, a disproportionate amount of algorithm computation is often devoted to the raw evaluation of the localisation function for particles located very close to one another (within fractions of a centimetre) despite the frequency content of the incoming signals precluding the estimation of the function to such precision. The effect of this is that to maintain real-time operation of the algorithm, either fewer particles or more computational power must be used.

In the following paper we propose a novel algorithm which utilises the Track Before Detect (TBD) methodology to more evenly distribute computation. This algorithm allows us to utilise a much larger particle set, which results in a more stable performance.

The proposed method will directly model speaker activity from the localisation function (the Steered Beamformer) without recourse to typical Voice Activity Detection (VAD) algorithms (which are an indirect measure of the activity of the localisation functions). This will address the highly non-stationary nature of speech; facilitating stable and realistic source tracking during speech inactivity.

After a brief overview of the Sequential Monte Carlo framework (commonly referred to as Particle Filtering) and the models we are using in Section II, the results of a series of experiments which study the behaviour of speech and a common localisation function, the Steered Beamformer, are discussed in Section III.

Using these experiments as motivation, a novel likelihood, using the TBD-based methodology, is then presented in Section IV. An extension of this method allows for a straightforward multi-target tracking (Section V).

Finally Sections VI and VII present a series of illustrative and comparative tracking results for both single source and two source tracking.

II. PROPOSED FRAMEWORK

We will define the source state vector at time $k$ to be

$$\alpha_k \triangleq (x_k, \dot{x}_k, y_k, \dot{y}_k, \lambda_k)$$

where $x_k$ and $\dot{x}_k$ are position and velocity, respectively, of the source in the X-direction and similarly for $y_k$ and $\dot{y}_k$ in the Y-
direction. The parameter $\lambda_e$, a source activity indicator, will be introduced in Section IV-C. The solution of the tracking problem will require the estimation of the source position portion of this vector, $(x_k, y_k)$, at each time step.

The generic tracking problem requires recursive estimation of the posterior filtering distribution, $p(\alpha_k | Z_{1:k})$, using Bayes’ Theorem as follows:

$$
p(\alpha_k | Z_{1:k}) = \frac{p(\alpha_k | \alpha_{k-1}) p(\alpha_{k-1} | Z_{1:k-1}) d\alpha_{k-1}}{p(Z_k | \alpha_k) p(\alpha_k | Z_{1:k-1})}. \quad (2)
$$

This two step process firstly requires a prediction step in which the posterior distribution from the previous time step, $p(\alpha_{k-1} | Z_{1:k-1})$ is propagated using a model for the expected dynamics of a person, $p(\alpha_{k-1} | \alpha_{k-1})$, to give us the predictive density $p(\alpha_k | Z_{1:k-1})$. In the second step - the update step the likelihood function (formed from the measurement model) is combined with the predictive density to obtain the posterior distribution at the current time.

A. Particle Filtering

The above problem may be both non-linear and multi-modal, while the measurement noise may also be non-Gaussian. As such, there exists no closed form solution to the problem. An alternative approach is Sequential Monte Carlo (SMC) which attempts to estimate the distribution by carrying out the above integrations on a large set of weighted discrete samples, also known as particles, which can then be used to form an estimate for the posterior density.

Efficient particle filtering was initially put forward by Gordon et al. [9] as a simple bootstrap filter with weight resampling. It remains an area of active research activity with a large body of published work. A general overview of the principles and background to SMC filtering, or particle filtering as it is generally known, can be found in [2], [1]. In the following section the various components that are required to implement such a system will be introduced.

B. Source Dynamical Model

Source movement in the $\mathcal{X}$ and $\mathcal{Y}$ dimensions will be assumed to be independent and can be decoupled as a result. State dynamics will be modelled by a first-order Langevin Markov process whose specifics were first proposed by Vermaak [5] and retained by Ward et al. [6]. The model will be specified by its initial state and state transition distributions which are of the form $p(\alpha_0)$ and $p(\alpha_k | \alpha_{k-1})$ respectively. The discrete time equations for the $\mathcal{X}$ dimension of the source state will be

$$
\begin{align*}
\dot{x}_k &= a_x \dot{x}_{k-1} + b_x F_x \\
\dot{x}_k &= x_{k-1} + \Delta T \dot{x}_k \\
a_x &= e^{-\beta_x \Delta T} \\
b_x &= v_x \sqrt{1 - a_x^2}
\end{align*} \quad (3)
$$

where $F_x = N(0, 1)$. A suitable choice of parameter values for $\beta_x$ and $v_x$ will allow us to simulate realistic human motion.

However in subsequent sections the tracking algorithm will be extended to track more than one source and to this end a modification will be introduced to the dynamical model, in Section V-C, which adds a repulsive force to a pair of sources should they drift close to one another.

III. CHARACTERISTICS OF THE SBF FOR AUDIO DATA

In this section a number of parameters of the Steered beamformer (SBF) localisation function and of speech itself are studied and suggestions of how these observations might best be integrated into the AST framework are discussed.

The SBF function has been chosen as the localisation function for this algorithm for two reasons. Firstly, it provides more accurate tracking performance as demonstrated by Ward et al. [6]. Secondly, as it is an ensemble localisation function, it avoids the complications of speaker crossing and speaker directivity which hamper the Generalised Cross-Correlations (GCC) [10] in multi-target environments (as further discussed in V-A).

Within the literature, usage of the SBF function is becoming more widespread. Limitations which have previously prohibited its use as a localisation function have lessened due to increasing computational power.

The Steered Beamformer (SBF) function is a measure of correlation across a batch of signals for a set of relative delays, and is often seen as an indirect measure of how likely it is that the full batch of audio recordings, from a microphone array, originated at a specific location. The delay-and-sum beamformer, expressed by convention as a continuous Fourier Transform (although we will of course implement this using Discrete Fourier Transforms), steered to the physical location $l = [x \ y]$ is given by

$$
S(l) = \int_{\Omega} \left[ \sum_{m=1}^{N_m} S_m(\omega) W_m(\omega) e^{j\omega T_m(l)/c} \right]^2 d\omega \quad (4)
$$

where the measured quantity itself is known as the Steered Response Power (SRP). The Euclidean distance between the steering location and the known position of the $m$th microphone, $l_m$, is $T_m(l) = ||l - l_m||$. The number of microphones used is denoted $N_m$.

$S_m(\omega)$ is the Fourier transform of the recording made at microphone $m$, while the weighting function, $W_m(\omega)$, is chosen to be the phase transform, $W_m(\omega) = |S_m(\omega)|^{-1}$, which is commonly known as the PHAT transform.

The frequency range over which the integration is carried out is denoted $\Omega$. In what follows this range will be chosen to be 200–6000Hz, which corresponds to 371 discrete frequency bins ($N_{freq}$) when using a discrete Fourier transform with a frame length of 1024 samples and a sampling rate of 16000Hz.

1Tracking in the vertical dimension is not explored herein as it would require much more extensive microphone coverage than the two dimensional case. It is assumed to be straight forward to extend any successful state vector approach, such as the particle filter, to the third dimension.

2For continuity we will maintain the same notation used by Lehmann and Johnansson [11].
A. Distribution of Steered Response Power Values

Figure 1 illustrates the distribution of all the steered response power values for a fully evaluated 4x4m SBF function grid for 8 minutes of continuously active speech taken from two different speakers undergoing a number of different paths and trajectories. The distribution illustrated in red corresponds to all grid values more than 30cm away from the true source location, i.e. the approximate noise, or ‘clutter’, distribution. The distribution illustrated in blue corresponds to the SBF function peak values within 30cm of the true location i.e. the source distribution. Note that it is common to normalise the steered response range by dividing by $N_m^2 N_{freq}$; this has not been carried out here.
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**Fig. 1.** Upper: Signal and noise distributions of SBF values, $S(l)$, for 8 minutes of speech. Blue: signal distribution. Red: noise distribution. Dotted red: simulated noise distribution. See Section III-A for more details. $N_{freq} = 371$, $N_m = 12$. Lower: An example of the full 2 dimensional SBF surface evaluated at a 2cm resolution. Each of the points on this surface is equivalent to the pixels mentioned in Section III-A, however this surface is NOT fully evaluated in our algorithm. Note that this surface only corresponds to a small portion of the recording room.

**Distribution of Clutter Measurements:** Now consider what defines the distribution corresponding to clutter alone. The complex phasor component due to microphone $m$, in Equation 4, is denoted as follows

$$R_m = S_m(\omega)W_m(\omega)e^{j2\pi T_m(l)/c},$$  \hspace{1cm} (5)

which is defined to have unit magnitude when using the phase transform. Should each of the $N_m$ signal phasors be entirely uncorrelated with one another, the phases will be uniformly distributed in the range $[0, 2\pi]$, as follows

$$R = e^{j\theta}, \quad \theta \sim \mathcal{U}(0, 2\pi)$$  \hspace{1cm} (6)

In this case, the distribution formed by the summation in Equation 4 (across all of the microphones) is non-standard.

However, once we have summed over all microphones and all frequencies, the central limit theorem applies approximately and we can compute the appropriate mean and variance of the resulting normal distribution as 4430 and 295 units respectively. Clearly the mean and variance of the resulting distribution are directly dependent on the number of frequencies and microphones used in the integration. A simulated noise distribution, drawn according to Equations 4 and 6 with $N_m = 12$ and $N_{freq} = 371$ and broadly corresponding to the experimental noise distribution (solid red line), is illustrated with a dotted red line in Figure 1 (upper).

**Distribution of Signal Measurements:** The distribution of SBF peak values illustrated in Figure 1 illustrates that when a person is speaking the recordings of the spoken signal at the array of microphones are significantly correlated with one another. The SRP value for which the origin (either clutter or source) is equally likely is approximately 5500 SRP units.

Further experiments presented in [12] have illustrated that this threshold is robust to the (grid) density at which the SBF function is evaluated and also to the level of additive noise present in the recording environment. For these reasons the non-linear CDF-based soft mapping suggested in Section IV-B uses 5500 units as its mean value.

B. Shape of the Steered Beamformer Function

As suggested by Lehmann [7], the minimum density at which the SBF surface must be implemented to avoid aliasing is defined by the range of integration frequencies used to calculate the surface. However, implementing this surface using a very dense grid of points requires substantial computational power, hence a trade-off will be sought such that only this minimum density is used. See Figure 1 (right) for an example of the full SBF surface at a high density. The figure also illustrates that the density used, $\delta x = \delta y = 0.02m$, is above what would be required to observe the underlying surface.

For example, if a low range of integration (such as 100–200Hz) is chosen, the width of SBF peaks will be much broader because the wavelengths of these frequencies are much longer. Experiments have shown, [12], that a grid with cell density of 0.8m will typically observe these peaks.

For the SBF integrated over the full range, a speech signal, with maximum frequency in the range of 4000–6000Hz, will result in an SBF surface with source peaks with 3dB width of 5–10cm. For this reason, the SBF surface will be discretised to a grid with cell density of 10cm in what follows.

C. Other Important Issues

**Frequency of Useful Measurements:** As previously observed [13], speech is a highly non-stationary signal whose frequency content and activity varies widely from one frame to the next. Typically the SBF trace for a speech source will consist of a sequence of useful measurements followed by a sequence of silent or corrupted frames containing no useful measurements. This behaviour is difficult to model as each syllable, word or sentence can vary in length from speaker to
speaker and from utterance to utterance. Instead, we will tackle this problem with a data-reactive Markovian activity detector in Section IV-C.

**Interference between sources:** Interference between two sources simultaneously active in the same acoustic field greatly reduces the frequency of useful measurements when compared to the single source scenario. This is due to signal-to-signal interference. We will adjust the tracking parameters of the multi-target tracking extension proposed in Section V to account for this; a more explicit solution would be to perform some form of source separation at the outset to suppress other active sources.

**D. Accommodating Physical Observations**

In this section a new likelihood function for the particle filter to best accommodate the underlying characteristics of the SBF function as identified in the previous section is designed.

Firstly classical approaches to tracking typically involve an initial step in which a small number of useful position measurements are extracted from the sensor output (e.g. from raw radar scans) using sensor signal processing. However this step usually requires a thresholding process; which as well as often being subjective, leads to a loss of information and limits the generality of the tracking algorithm.

Secondly for AST with the SBF function, this step would initially require the calculation of the SBF surface in the full region of interest so as to determine possible candidate peaks from the surface. To calculate this function at a sufficient density of points to guarantee the observation of all candidate source peaks (using the full frequency range of interest) is computationally prohibitive [6], [7]. Instead, the authors proposed limiting the frequency range to a small band of low frequencies. This allows the evaluation of the entire surveillance region at a low density (which can then be normalised). This surface is then used to provide particle proposals while later the full frequency SBF is used to evaluate the particle likelihoods.

If particles are closely positioned and the gradient of SBF surface is constrained by the frequency content of speech, it may be considered unwise to persist in calculating likelihoods what can only be very marginally different. We instead propose evaluating the likelihood function on the points of a grid which have a carefully chosen density. As a result the likelihood function of neighbouring particles need only be calculated once only (and shared when required). The overall number of SBF evaluations required falls dramatically. This alternative approach is introduced in the following sections, drawing on the Track Before Detect (TBD) framework [14], [15].

**IV. Track Before Detect**

In the field of Electro-Optical sensor-based tracking, it is assumed that at each time step \( k \), a pixel grid of \( IJ \) resolution cells is read simultaneously and that an individual pixel \( (i, j) \) has an intensity of \( z_{ij}(k) \). The complete sensor measurement is denoted

\[
Z(k) = \{ z_{ij}(k) : i = 1, \ldots, I, j = 1, \ldots, J \}. \tag{7}
\]

Furthermore if a target is present it may only influence the pixel measurement\(^3\) in which it is located. As a result the likelihood can be represented as

\[
p(Z|\alpha) = \prod_{i,j} p(z_{ij}|\alpha) = \prod_{i,j \in C(\alpha)} p_{S+N}(z_{ij}) \prod_{i,j \notin C(\alpha)} p_N(z_{ij})
\]

where \( C(\alpha) \) is the set of subscripts of pixels affected by the target, with state vector \( \alpha \):

\[
C(\alpha) = \{(i, j); |i\Delta - x| < \Delta/2, |j\Delta - y| < \Delta/2\} \tag{9}
\]

The likelihood functions for pixels in noise and in a combination of signal and noise are \( p_N(\cdot) \) and \( p_{S+N}(\cdot) \) respectively. Using the particle filter technique the update stage of the filter is achieved using weighted resampling in proportion to the particle likelihoods. The resampling weights are thus \( w(\alpha) \propto p(Z|\alpha) \). However because this weight need only be evaluated up to a scaling factor the likelihood function can be divided by \( \prod_{i,j} p_N(z_{ij}|x, y) \) giving a likelihood ratio

\[
q(Z|\alpha) \propto \prod_{i,j \in C(\alpha)} l(z_{ij}) \tag{10}
\]

where

\[
l(z_{ij}) = \frac{p_{S+N}(z_{ij})}{p_N(z_{ij})}. \tag{11}
\]

This key step means that the likelihood ratio, Equation 11, need only be calculated for the individual pixel in which the particle is located if using a single pixel model (or for the set of pixels located in the immediate vicinity of the particle, if using a more defined pixel model).

Moreover, when tracking accurately the particles will typically form a tight cluster around the true source location. This means that the measurement value for a particular pixel, \( z_{ij} \), may be shared by many of the particles corresponding to a particular target. This leads to a dramatic computational reduction as the SBF calculation is the computationally intensive step in this algorithm, since each pixel likelihood now only needs to be evaluated once and then stored. The benefit of this is studied and discussed in Section IX. Finally, resampling of the particles is carried out at the end of each iteration.

**A. Adapting TBD to Acoustic Source Tracking**

The TBD framework was then applied to the AST problem. Once again, the idealised assumption that only one single discrete cell of the discretised SBF surface is affected by each active source was made.

As discussed in Section III an SBF grid density of 10cm is sufficient to observe the majority of promising peaks (although increasing this density may lead to even more accurate results). The SBF grid will thus be discretised with this density for the results of this paper.

\(^3\)More accurate sensor models may allow the target to contribute to more than one pixel, however we have observed substantial variability in the shape of the peak from frame to frame. Future work could perhaps consider more accurately modelling the peak shape via a point spread function.
In standard TBD, Equation 11 requires that the SBF values be normally distributed with known mean and variance statistics. However, the actual range of the SBF values is not distributed in this manner. As a result a non-linear mapping will be used to adjust the SBF values onto a more balanced range.

B. Magnitude Mapping

As proposed in the previous section, the particle likelihood function will be based on a measurement function calculated for a set of pixels rather than a continuous function. As such the measurement related to a particular particle, \( \alpha_k \) as defined in Equation 1, is that of the point at the centre of the pixel in which it lies,

\[
z(x_k, y_k) = z_{ij} \quad \text{for } (i, j) \in C(\alpha)
\]  

(12)

From the study of the behaviour of the SBF function in Section III, it was noted that for a particular recording environment and experimental setup the SBF function results in distributions of signal-and-noise and noise-only measurements with different mean and variance statistics. In an attempt to better understand the measurement function a nonlinear mapping to the SBF values, \( S(x, y) \), is applied as follows:

\[
z(x, y) = \Phi(S(x, y); \bar{S}, \sigma^2_S)
\]  

(13)

where \( \Phi \) is a normal cumulative distribution function with mean \( \bar{S} = 5500 \) and variance \( \sigma^2_S = 500 \). As a result the measurements have been mapped onto the range \( z \in [0, 1] \), such that the distribution mean lies between the noise measurements (lower end) and active measurements (higher end) without applying a hard threshold. This approximate mapping does not produce normal distributions, as there is substantial variability in the distributions over time. However, it has been found to be robust in practical operation. Finally, the parameters can be calibrated in advance or online and the choice of parameter values is determined only by the number of microphones and the frequency integration range.

Following the framework proposed by Salmond and Birch [14] we shall assume that the background noise is modeled as a zero mean Gaussian with variance \( \sigma^2_N \) for all pixels \( (i, j) \). As a result the noise and signal distributions will become normal distributions centred on zero and 1, respectively and with limits of \([0, 1]\) as follows

\[
l(z_{ij}) = \frac{p_{S+N}(z_{ij})}{p_N(z_{ij})} = \frac{c_{S+N} \mathcal{N}(z_{ij}; 1, \sigma^2_{S+N})}{c_N \mathcal{N}(z_{ij}; 0, \sigma^2_N)}
\]  

(14)

where \( c_N \) and \( c_{S+N} \) are the respective normalisation constants as a result of truncation of \( z \) to \([0, 1]\).

The truncation constant for the normal distribution, \( \mathcal{N}(z_{ij}, 0, \sigma^2_N) \), used to evaluate the noise likelihood function is

\[
c_N = \left[ \int_0^1 p_N(z_{ij}) dz \right]^{-1} = 2 \left( \text{erf} \left( \frac{1}{\sqrt{2} \sigma_N} \right) \right)^{-1}
\]  

(15)

while the truncation constant for the normal distribution, \( \mathcal{N}(z_{ij}, 1, \sigma^2_{S+N}) \), used to evaluate the signal and noise likelihood function is

\[
c_{S+N} = \left[ \int_0^1 p_{S+N}(z_{ij}) dz \right]^{-1} = 2 \left( \text{erf} \left( \frac{1}{\sqrt{2} \sigma_{S+N}} \right) \right)^{-1}
\]  

(16)

The variances may be chosen to be non-identical and other forms of the likelihood function might, instead, have been used if a better match to the data can be found.

For identical variances, \( \sigma_{S+N} = \sigma_N \), these constants will cancel out. The likelihood ratio for a pixel will simplify to

\[
l(z_{ij}) = \exp \left( \frac{2z_{ij} - 1}{2\sigma^2_N} \right)
\]  

(17)

Example likelihood functions, as well as the steered response power mapping, are illustrated in Figure 2. The standard deviation used in this figure, \( \sigma_{S+N} = \sigma_N = 0.5 \), were tuned manually and gave a reasonable modeling of the data on average. Experimentation with non-symmetrical likelihood functions could be a source of future work. These values were used in the experiments carried out in Sections VI and VII.

![Illustration of the functions used in calculating the likelihood ratio.](image)

C. Activity Indicator Variable

As discussed previously [13], the temporally discontinuous nature of speech must be recognised to allow for a complete AST system. The authors of [13] introduced a model which uses a direct measure of voice activity as a parameter of the tracking system. Generally, when the source is deemed to be inactive, the particles are allowed to drift according to the dynamical model without recourse to the measurement data (the publication goes on to propose a number of different versions which soften the judgement of speaker inactivity). This approach is reasonable and the behaviour presented when the speaker became silent was as one would logically expect - a gradual increase in location estimate variance.

However the Voice Activity Detector proposed therein operated on the actual recorded speech signal rather than on the measurement function itself. This solution is one degree removed from the level of measurement we ideally require: whether the target can be observed by the SBF or not. Such
a system will perform poorly should another source be active simultaneously in the room or, for example, if there was a loud noise for a short period elsewhere in the room. To counter these issues we propose to instead detect activity directly from the SBF function, while also integrating the proposed detection mechanism directly within the Bayesian tracking algorithm.

As mentioned above, we have added an activity indicator variable, $\lambda_k \in \{0, 1\}$, to the state vector in a similar way to [14]. This variable will attempt to track the instantaneous activity of the source: if the source is observable via the measurement function at the time-frame in question. For single source operation it is anticipated that this will be broadly analogous to syllable-level activity estimation. The parameter is not intended to determine overall longer term speaker activity — a problem which has been examined in [16].

The activity indicator variable will evolve according to a Markovian switching process with pre-determined transition probabilities — where

$$\text{Prob}(\lambda_{k+1} = a | \lambda_k = b) = \Pi_{a,b}$$ \hspace{1cm} (18)

is the probability of a transition between states $a$ and $b$, where $a, b \in \{0, 1\}$. The optimisation of these parameters is discussed in Section VI-B2b. Following optimisation, we chose the probability of birth, $\Pi_{1,0} = 0.05$, and the probability of death, $\Pi_{0,1} = 0.05$ which were seen to perform well. Particles with an inactive state will drift via the dynamical model with the likelihood ratio set to unity, so that the final likelihood weighting function will become (time index omitted)

$$q(Z|\alpha) \propto \prod_{\lambda=1} \prod_{(i,j) \in C(\alpha)} \frac{p_S + N(z_{ij})}{p_N(z_{ij})}$$ \hspace{1cm} (19)

When the target is actually speaking, the likelihood ratio, $l(z_{ij} | \lambda = 1)$, of particles deemed to be active will typically be greater than one. Meanwhile, the ratio of particles deemed to be inactive is defined to be unity. In this way active particles will eventually proliferate upon resampling.

Pseudo-code for the Track Before Detect Acoustic Source Tracking Algorithm is given in Algorithm 1.

\textbf{Algorithm 1: Track Before Detect Acoustic Source Tracking Algorithm}

for $p \in \{1 : N_p\}$ do

Predict $a_k^{(p)}$ by drawing from $p(\alpha_k | Z_k^{(p)})$

Draw a new activity state, $\lambda_k^{(p)}$, using (18)

Evaluate $q(Z|\alpha)$ using (19)

Update weight $w_k^{(p)*} = w_k^{(p)} q(Z|\alpha)$

For each $p$ set $w_k^{(p)} = w_k^{(p)*} / \sum_{p=1}^{N_p} \{w_k^{(p)*}\}$

Resample if necessary

V. MULTI TARGET ACOUSTIC SOURCE TRACKING

The modification of single target AST algorithms to track more than one simultaneously active target would seem at first glance to be a simple and logical extension. However, the acoustic field within a typical room is affected by each sound source’s activity - something that is not the case for a radar scanning system, for example. This means that signal-to-signal correlation — required to produce effective GCC or SBF function — is severely compromised. In turn this reduces the proportion of frames providing useful measurements — this before even considering the problem of source-to-measurement data association.

Multiple target acoustic source tracking using the GCC as a measurement function has been attempted by Ma et al., [17], [18]. The experiments carried out to test this algorithm’s performance used signals simulated using the image method and assumed the speakers to be ideal point sources. Both of these simplifications are unrealistic and the resulting method is unlikely to successfully operate when using real recordings.

Furthermore the number of microphone pairs $(4)$ used in the presented simulations is insufficient to provide adequate coverage of a typical room when using the GCC measurement function. As mentioned previously, at least two GCC angle estimates are necessary at all times to provide a 2-D location estimate. Given the effect of speaker orientation, approaching 10 pairs would be necessary to track two real sources using the GCC.

The complexity caused by an unknown number of speakers regularly criss-crossing each other’s path in each of the GCC functions, while simultaneously fading in and out of activity during silence, makes for a very difficult data association problem. Figure 3 illustrates this problem and for these reasons the SBF will instead be used as the measurement function.

A. Multi Target Track Before Detect

Multi-target TBD is a relatively new extension of the TBD methodology, [15]. According to the TBD methodology we have assumed that the source may influence only the pixel value corresponding to the cell in which it is located (or the region surrounding the source location if sensor smearing has occurred). Therefore as Kreucher et al [19] suggest, we will consider the sources to behave independently when widely separated. Tracking in this scenario will be identical to the single source case in Section IV. Alternatively, when sources
are closely spaced a joint likelihood will be considered. The transition between these two states is explained in Section V-D.

Two human speakers moving in a room will generally not separate or coalesce. To preclude this behaviour (within our algorithm) we will introduce a source-to-source repulsive effect for closely spaced targets. A joint particle state will then represent the sources’ combined behaviour and track the sources jointly. These two scenarios — joint and disjoint tracking — will be explained in the following sections.

4This work will concern itself only with a two source scenario. The possibility of extension to three or more sources is discussed in Section IX but would require a further coding effort without affecting the core algorithm.

B. Joint Tracking: Widely spaced sources

Two widely separated sources will be considered to be independent of one another and will behave as separate individual targets. This is an approximation which is well-justified in the case of widely spaced sources where there is negligible interaction between their likelihood ratios. A state vector for the source \( s \) at time frame \( k \) will be

\[
\alpha_k^s = (x_k^s, y_k^s, \dot{x}_k^s, \dot{y}_k^s, \lambda_k^s)
\]

As in the case of single source tracking, the generic dynamical model (Section II-B) will be used as the transition prior in the prediction step.

Because the sources are widely separated, it will be assumed that only SBF pixels in the vicinity of the true source position will be affected by the source’s speech signal. As a result, the likelihood ratio for source \( s \) will be identical to the single source case and evaluated in a similar way to Equation 19.

C. Tracking more than one closely positioned source

When considering two sources located close to one another, at time \( k \), a joint state vector will be used

\[
\begin{align*}
\alpha_k &= (\alpha_k^1, \alpha_k^2) \\
\alpha_k^1 &= (x_1, y_1, \dot{x}_1, \dot{y}_1, \lambda_1^1) \\
\alpha_k^2 &= (x_2, y_2, \dot{x}_2, \dot{y}_2, \lambda_2^2)
\end{align*}
\]

with a single associated weighting \( w_k \) for the entire particle target cluster. As in the case of joint source tracking, the individual sources will be propagated according to the Langevin model, however, we will modify the dynamical model subtly to discourage the coalescence of two speech sources.

Since the repulsive forces are computable directly from the previous state value at time \( k - 1 \), the causal Markovian structure of the dynamical model is retained. Now, however, sources are explicitly modeled as dependent upon one another. See also Khan, Balcher and Dellaert [20] for an alternative non-causal repulsion mechanism that uses a Markov random field formulation.

Source Repulsion Mechanism: The distance between the two target positions can be obtained by

\[
d_{12} = \sqrt{(x_1 - x_2)^2 + (y_1 - y_2)^2}
\]

with a relative angle between them of

\[
\theta_{12} = \angle((x_1, y_1), (x_2, y_2)).
\]

We shall propose that beyond a certain particle separation, \( d_{12} > d_{sep} \), the sources are neither attracted to one another nor repelled (modelled as two independent sources using the Langevin motion model of Section II-B). However, when sources become closer than this, \( d_{12} \leq d_{sep} \), a repulsive effect will force them apart. This force is modelled as an accelerating force applied in the opposite relative direction of \( \theta_{12} \). A simple squared function has proven to work satisfactorily,

\[
F_{sep}(\alpha_k) = \begin{cases} 
    d_{sep}(d_{12} - d_{sep})^2 & \text{if } d_{12} \leq d_{sep} \\
    0 & \text{otherwise}
\end{cases}
\]

where \( d_{sep} = 0.3m \) is an approximate lower limit of how close two people would typically approach one another while
speaking, $\alpha_{rep}$ determines the magnitude of the repulsion force and was chosen empirically to give reasonable behaviour. The function is illustrated in Figure 4. This force is then decomposed into its separate $X$ and $Y$ components, which for the first source is

$$F^1_{rep,x}(k) = \cos(\theta_{12})F_{rep}(k)$$
$$F^1_{rep,y}(k) = \sin(\theta_{12})F_{rep}(k)$$ (26)

while the force applied to the second source is the equal opposite force

$$F^2_{rep,x}(k) = -F^1_{rep,x}(k)$$
$$F^2_{rep,y}(k) = -F^1_{rep,y}(k).$$ (27)

See Figure 4 for a graphical illustration of the decomposition. These resultant vectors are added to the original dynamical model (in this case for the $X$-coordinate of source $s$)

$$\dot{x}^s_k = a_x x^s_{k-1} + b_x F_x + F_{rep,x}(s,k)$$
$$x^s_k = x^s_{k-1} + dT\dot{x}^s_k.$$ (28)

Finally for each source, $s$, the subset of pixels affected by the source is given by

$$C(\alpha^s) = \{(i,j): |i\Delta - x^s| < \Delta/2, |j\Delta - y^s| < \Delta/2\}$$ (30)

and the resultant likelihoods are given by

$$q(Z|\alpha^s) \propto \prod_{\lambda^s=1} \prod_{(i,j) \in C(\alpha^s)} \frac{p_N(z_{ij})}{p_N(z_{ij})}.$$ (31)

Following from Equation 9 and assuming that the sources may not occupy the same pixel cell, $C(\alpha^1) \cap C(\alpha^2) = \emptyset$, the product of the two likelihood ratios is calculated to give an overall likelihood ratio for the joint particle cluster

$$q(Z|\alpha) = \prod_{s=1}^{N_s} q(Z|\alpha^s).$$ (32)

### D. Transition between tracking mechanisms

Transitions between the joint particle filter and two individual particle filter systems will be decided based on the MMSE estimate of the source particles and their variances\(^5\). While this may not be as accurate an estimator as the Kullback-Leibler Divergence, for example, it has proven to be sufficient in practice.

We shall denote $I_c = 1$ as the case of the two targets treated jointly using the closely-spaced algorithm, and $I_c = 0$ as the case of independent filtering of the two targets.

The transition decision is then taken according to

$$I_c = \begin{cases} 1 & \text{if } d_{12,MMSE} \leq d_{thres} \\
0 & \text{or } (d_{12,MMSE} - \sigma_1 - \sigma_2) \leq d_{thres}
\end{cases}$$ (33)

where $d_{12,MMSE}$ is the distance between the MMSE estimates of the source positions, $\sigma_1$ and $\sigma_2$ are the standard deviations

\(^5\)Note: the transition between the joint and disjoint particle filters uses the distance between the MMSE estimates of the entire particle set. The unrelated repulsion mechanism, in Section V-C, uses the distance between individual targets within a single (multi-target) particle.

VI. EXPERIMENTAL PERFORMANCE TESTING

To test the algorithm a set of recordings were made in an office room with twelve microphones spaced around a space roughly 5m x 5m, as illustrated in Figure 5. The recording setup and other details are identical to those used in [21]. Note that the source used was a computer loudspeaker emitting typical conversational speech. The audio sample used was a recording of a BBC radio presenter and has been posted on our webpage. The main sources of background noise were the ventilation system and cooling system of the recording laptop. While the $RT_{60}$ time of the room was not determined, the acoustic behaviour of the room was comparable to a typical office or living room. The tracking algorithm is tested using 250 particles, which allows for realtime operation in MATLAB on a typical PC. A sample rate of 16kHz, frame lengths of 1024 samples and frame overlap of 50% were used in all experiments.

Firstly, we shall determine the stability of the proposed algorithm in increasingly difficult circumstances while comparing it to other particle filter strategies (Section VI-A). We will then go on to demonstrate the optimisation of some of the key parameters of the system (Section VI-B). In Section VI-C, the
Algorithm 2: Switching Acoustic Source MTT Algorithm

for \( p \in \{1 : N_p\} \) do

\textbf{if} \( I_c = 1 \) \textbf{then}

Determine \( I_k^{(p)} \) using (33)

\textbf{if} \( I_c = 1 \) \textbf{then}

Predict joint \( \hat{\alpha}_k^{(p)} \) using \( \hat{\alpha}_{k-1}^{(p)} \) and repulsion dynamical model

Evaluatate \( q(Z_k | \alpha^{(p)}_k) \) using (31)

Update weight \( w_k^{(p),*} = w_k^{(p),*} q(Z_k | \alpha^{(p)}_k) \)

\textbf{if} \( D_{\text{MMSE}} > D_{\text{thres}} \) \textbf{then}

Resample each target separately, \( w_{s,k}^{(p)} = w_k^{(p)} \)

Divide State Vector into individual Source State Vectors

else

Resample if necessary

\textbf{else}

for \( s \in \{1 : 2\} \) do

Predict \( \hat{\alpha}_k^{(p)} \) using \( \hat{\alpha}_{k-1}^{(p)} \) and dynamical model

Weight \( w_{s,k}^{(p),*} \) according to (19)

\textbf{if} \( D_{\text{MMSE}} > D_{\text{thres}} \) \textbf{then}

\textbf{for} \( s \in \{1 : 2\} \) do

Resample if necessary

else

Resample

\textbf{for} \( s \in \{1 : 2\} \) do

Randomly combine individual state vectors: \( \hat{\alpha}_k^{(p)} \leftarrow [\hat{\alpha}_{1,k}^{(p)}, \ldots, \hat{\alpha}_{N,s,k}^{(p)}] \)


algorithm will be compared to existing algorithms using some common metrics.

Finally, results illustrating the performance of the Multi-Target Tracker will be presented in Section VII.

A. Comparison with other algorithms

As mentioned in Section III, a GCC-based measurement function fails to utilise all available signal-to-signal correlation information. This means that particle filter tracking with this measurement function will be unstable for certain source positions, paths and recording scenarios. For example, Figure 5 illustrates a path in which the GCC measurements rely principally on only a single microphone pair (pair number 1) for the first half of the recording and for the second half pair number 4. Because of this the tracking algorithm becomes unstable as the frequency of useful location estimates from secondary pairs (numbered 2,3,5,6) is low due to the directionality of human speech [22].

To simulate increasingly challenging recording conditions, white noise\(^6\) was added to each of the 12 recorded audio samples afterwards. The average signal-to-added noise ratio of the samples were as follows:

\(^6\)The implementation of this test with gradually increasing reverberation would, of course, have been more insightful but a varechoic chamber was not available.

Fig. 5. Upper: Path taken by a source moving in a room. Note that the speaker begins and ends in the lower left corner and always faces in the direction it is moving. The microphone pairs mentioned in Section VI-A are numbered 1-6 from the upper right corner clockwise. Lower: Tracking performance for three tracking algorithms tracking a speaker in increasing levels of added white noise. Note the collapse of the performance of GCC-based tracker when the SNR falls below 5dB.

Figure 5 (right) illustrates the performance of the algorithms for each scenario, averaged over 50 Monte Carlo simulations. Although the SBF frameworks consistently out-perform\(^7\) the GCC version, the very poor performance\(^8\) of the GCC framework when the added SNR falls from 5dB to 0dB is of particular note. In these scenarios the secondary microphone pairs fail to provide sufficient bearing estimates to localise in

\(^7\)The superior tracking accuracy afforded by the SBF measurement function has previously been identified by Ward et al. [6].

\(^8\)Note that an average error of one metre corresponds to complete tracking failure, given the dimensions of the experiment
2 dimensions with the only useful measurements being those from pair 1 (and later pair 4) — illustrating the deficiency of the GCC measurement model.

Comparison with other SBF Algorithms: While the performance of the TBD algorithm does marginally outperform the pseudo-likelihood algorithm, it should be mentioned that the parameters of neither algorithm were specifically optimised for this particular audio sample. The following highlights algorithmic issues which illustrate the advantages of the proposed TBD algorithm.

Firstly, by its nature, the distribution proposed by Lehmann et al. [7] cannot be properly normalised as recognised by the authors. This means the framework’s treatment of particle weightings in successive frames may not be entirely equitable. This issue has been addressed by the TBD method.

Secondly, the correct implementation of the TBD algorithm allows for a large reduction in SBF computation. When multiple particles are located within the same TBD pixel the SBF calculation need only be carried out once and used for all such particles. The computation time required for each of the algorithms (when implemented using MATLAB on a typical desktop PC) was as follows:

- Pseudo-likelihood SBF-based particle filter: 5.94 times real time
- Track-Before Detect SBF-based particle filter: 1.09-1.84 times real time
- GCC-based particle filter: 1.3 times real-time

Note that the computation required for the TBD particle filter is variable as the number of computations will increase when the particle cloud becomes more diffuse, because more SBF likelihood evaluations are required. This occurs during pauses in speech activity and when there is greater speaker location uncertainty as illustrated in Figure 6, again averaging over 50 Monte Carlo runs. In the following section the correct choice of activity variables is shown to remove this instability entirely.

Regardless of these issues, so as to maintain stable tracking during an extended speaker pause a large particle cluster diffuse enough to explore all plausible regions of the state space, so as to ensure the target’s eventual re-detection, is required. The Track-Before Detect framework allows us to do this while balancing the computation of the overall algorithm.

B. Variable Optimisation

In the following section the optimisation of two of the more important parameters of the TBD algorithm is illustrated.

1) Density of the SBF Track Before Detect Grid: Varying the density of the SBF TBD grid affects the particle filter tracking accuracy as well as the required computation. In this section the optimal grid density is sought. The experiment is related to but distinct from the experiment in Section III. In Section III the minimum grid density required so as to observe the full set of SBF surface peaks was examined with different frequency ranges. No particle filter was implemented therein.

For the experiment presented in this section a particle filter tracked the speaker path illustrated in Figure 9 (upper plot). The results for a set of simulations are presented in Figure 6. Each data point is the average of 50 simulation runs, each tested on the same 30 seconds of recorded data.

The RMS estimated source location error (upper plot) was evaluated while varying the SBF TBD grid density. Meanwhile, the lower plot illustrates the mean number of SBF evaluations required at each grid density per frame.

This means that for a grid density of 0.1m, on average, each steered response value was evaluated just once — yet shared across 23 different particles. When the grid density is set to 0.01m each evaluation was shared across an average of just 2 particles — a huge reduction in efficiency. The cell size of the TBD SBF grid is set to 0.1m for all other simulations in this paper.

The mean location error for the particle filter falls as the cell size is reduced. However it can be seen that there is little improvement gained by reducing the cell size below 10–25cm. Furthermore, the number of SBF evaluations required (and the associated increase in computational expense) quickly increases when the density is reduced below 10–25cm. As such this cell size, 10–25cm, represents a sweet spot in which accuracy of the particle filter and the computational demand of the beamformer are balanced. This optimal grid size is determined by the number of microphones used.

2) Parameters of Activity Indicator and Stability during Speaker Silence:

6 The mean location error for the highest grid density - approximately 5cm - gives an indication of the upper bound on the performance of this or any localisation algorithm.
a) Illustrative Example: Speaker with Silent Pauses:
As mentioned previously the activity indicator allows us to determine directly the activity of a speaker from the particle filter behaviour. Knowledge of the speaker activity is useful both as an algorithm output but also in improving computational stability during speaker silence. In this section the main parameters of this system, the birth and death probabilities, $P_b$ and $P_d$, are experimented with.

Figure 7 illustrates the algorithm results for a speaker moving in the room described above. The speaker is silent on two occasions — between 5–9 seconds and between 18–23 seconds (with its location during silence indicated by dotted lines). The particle filter tracks the speaker location accurately during speaker activity. However, note how the uncertainty of the X and Y position estimates grow, as expected, during sections of speaker inactivity.

![Figure 7](image)

Fig. 7. Example of single target tracking with speech pauses. Tracking performance in the X and Y directions is shown in upper and centre-top figures respectively. The correct path is shown by a red line (solid when active, dotted when silent), the particle filter mean location estimate with a solid blue line and estimate variance bars are shown either side of the estimate in dashed blue. Note how the variance of the position estimate increases during the two periods of extended silence. The lower centre plot shows the evolution of the overall probability of activity, $p(\lambda_{\text{model}})$, while the bottom plot is of one of the recorded speech signals.

Previous filtering algorithms, [23], required a sufficiently large particle set to adequately sample the entire surrounding region during this silent pause. Instead, using the TBD approach, if a particle is proposed to be inactive, using the Markovian birth/death process detailed in Section IV-C, then the associated target likelihood ratio is defined to be unity (Equation 19). This means that the set of currently inactive particles will have little effect on computational load.

b) Optimisation of Activity Switching Parameters: So as to optimise the switching parameters, $P_b$ and $P_d$, the speech source, illustrated in Figure 7, was tracked while varying the probabilities of birth and death. Figure 8 represents the results of 50 runs of the algorithm, each with 250 particles.

The time taken for the filter to recognise that the speaker has resumed speaking (after a pause) and to resume accurate tracking is illustrated in the upper plot (for the two different speech pauses illustrated in Figure 7). For $P_b = P_d = 0.025$, this shows that after approximately 0.6 seconds the filter has resumed typically accurate source tracking (defined here as a mean error of less than 0.15m). Setting the parameter to this or larger values achieved adequately responsive performance.

![Figure 8](image)

Fig. 8. The effect that varying $P_b$ and $P_d$ has on the ability for the TBD filter to correct itself after a period of speaker silence (middle) and the amount of computation required during such a silence when compared to what is typically required during typical active tracking (upper). Also shown is the percentage of correct activity labellings over the entire tracking segment. The x-axis of each plot has a logarithmic scale.

However, the responsiveness of the system for large values of $P_b$ and $P_d$ must be traded against increased SBF computation – due to a more diffuse particle cluster. The centre plot illustrates that, when the activity parameter is set to a larger value ($P_b; P_d > 0.05$), greater SBF computation is required when the speaker is silent (red and blue) than when it is active (black) as the particle cluster is more diffuse. For $P_b$ and $P_d$ in the region of 0.025–0.05 it can be seen that the filter is computationally stable regardless of speaker activity.

The lower plot illustrates, over the entire speech sample the percentage of iterations in which the speaker activity was correctly labelled (including both active and inactive periods). Again, the best performance is seen in the mid-range — with correct labelling of more than 95% of frames.

For the remainder of these experiments the switching parameters were set to be $P_b = P_d = 0.05$. Note that in principle one could estimate the parameters $P_b$ and $P_d$ by ML or Bayesian methods; this has not been done here. Finally, figure 7 presents an example of accurate activity estimation.

C. Monte Carlo Simulation Results

A final set of tests of this single source TBD algorithm was carried out against some common AST metrics. The results presented in Table I provide a comparison between the performance of the proposed SBF Track Before Detect algorithm and the GCC-based particle filter, [5], as well the Pseudo-Likelihood and Gaussian Likelihood SBF-based particle filters, [6]. The paths of the sources are illustrated in Figure 9. Performance is measured in terms of the mean squared error ($\epsilon$), the mean standard deviation of the particle cluster (MSTD) as well as a measure of the percentage of
tracks which fail completely (Track Loss Percentage, TLP) which was introduced in [11].

Parameters of the dynamical model and other common system settings were set equal in each algorithm, while parameters unique to a particular algorithm follow those quoted in their respective papers. The particle numbers used for each of the algorithms vary in this experiment, but an effort has been made to equalise the algorithm runtime instead. For this reason, 1000 particles have been used for the TBD algorithm but only 100 for the SBF-PL algorithm.

The average tracking error of the proposed algorithm is shown to be similar to that of each of the other algorithms. However, the purpose of illustrating this experimental result is not to identify the superior performance of the TBD filter but rather to illustrate that it gives similar tracking accuracy to previous methods — while reducing the uncertainty of the position estimate. The MSTD for the TBD filter, indicative of uncertainty of the position estimate and the stability of the tracking algorithm, is substantially lower than for the other algorithms — which was achieved without increasing the overall computation time.

The computation time of the TBD algorithm remains reasonable because of the vast reduction in the proportion of likelihoods that need be calculated using the SBF-TBD. It is anticipated that the SBF-TBD with thousands of particles will comfortably run in real-time on a typical modern computer.

VII. MULTIPLE TARGET TRACKING RESULTS

An evaluation of the tracking performance of the multi-target tracking algorithm is presented in this section. The test recordings were carried out using the same system described in Section V-A. Each source was recorded using the system described in VI and were then linearly mixed before the MTT algorithm was run.

A. Illustrative Results

Figure 10 shows an illustration of the tracking performance for two different examples of two source tracking. The duration of the two samples, 32 seconds and 54 seconds respectively, is long compared to what has been tested previously in the literature. Source 1 in each case is a female speaker and Source 2 is a male speaker.

The particle filter is seen to track the two targets successfully. Note how the variance of the location estimate varies — particularly for Source 2 in Example 1 (upper plot). This coincides with a portion of audio in which Source 1 dominates the second source. Because Source 2 is unobservable the size of particle cluster (as represented by the uncertainty ellipses) will expand to represent this uncertainty. This is similar to the algorithmic behaviour observed during a silent gap of a single source sample. When the target is observable once more, the particle filter returns to tracking accurately.

B. Performance Evaluation

Comparative results for the proposed tracking algorithm are presented in Table II. The results show that accurate tracking of two sources speaking simultaneously is successful and only a very slight degradation in performance is displayed relative to the single source case (Table I), despite the fact that dual source recordings will have a much lower proportion of useful peak measurements due to cross-signal interference. Additionally, the computation time is increased only by about a factor of two, which we regard as satisfactory. Using the TBD framework has allowed us to avoid the data association problem which is often computationally intensive in multiple target tracking algorithms.

VIII. FURTHER WORK

A number of issues are yet to be addressed by this algorithm. Firstly, as mentioned above, there does exist the...
We have proposed a multi-target Track Before Detect algorithm which can track multiple simultaneously active speech sources. Current Steered Beamformer methodologies are limited by the computational inefficiency of tracking targets using a dense cloud of individual particles — each evaluating the measurement function at minutely different physical locations.

This paper proposes an algorithm using the pixel-based TBD framework. The algorithm reduces the proportion of likelihoods which are typically calculated per particle which allows for a vast increase in the number of particles to be used for a similar computational effort. While the tracking accuracy of the algorithm was shown to be slightly better than other single source AST algorithms, the much larger particle cluster yielded greater stability. This illustrates the proposed algorithm’s utility lies in the most challenging conditions.

An extension of the algorithm to track two sources was also detailed. Performance for two source tracking examples was seen to be comparable to the single source scenario and with an increase in computation of only a factor of two. Tracking stability for closely spaced targets was maintained using a novel repulsion mechanism.

Future work should consider extending the approach to the full 3 dimensional case and investigation of a more accurate source point spread model. Furthermore, the multi-track tracking framework should be relaxed to consider the recognition of and response to extended speech silences explicitly within the filter.
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